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•               classical (Ising) spins
              no quantum effects!

•        quenched random variables
e.g.                  or
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Experiments on SG
Below Tc ->  always out of equilibrium

Slow Dynamics and Aging in Spin Glasses 3

2 Experimental Evidence for Non-Stationary Dynamics

2.1 Magnetization Relaxation in Response to a Field Change

In a measurement of the relaxation of the “thermo-remanent magnetization”
(TRM), the system is cooled in a small field from above Tg down to some T0 <
Tg; it then “waits” in the field at T0 during a time tw, after which the field
is cut, and the subsequent decrease of the TRM from the field-cooled (FC)
value is recorded as a function of t. Following an “immediate fall-off” of the
magnetization (depending on the sample and on temperature, of the order of 50
to 90 %), a slow logarithmic-like relaxation takes place; it is believed to head
towards zero, although never reaching an end at laboratory time scales.

These endless-like relaxation processes and, more crucially, the existence of
“aging” phenomena [1, 2, 3] are a salient feature of spin-glass dynamics: for
different values of the waiting time tw, different TRM-decay curves are obtained,
as is evidenced in Fig. 1.a.

100 101 102 103 104 105 106

0,06

0,08

0,10

0,12

0,14

0,16

1.a
tw (s) :

30000
10000

3000
1000300

AgMn
T=0.87 Tg

M
 / 

M
fc

t  (s)
Fig. 1. a. Thermo-remanent magnetization M , normalized by the field-cooled value
Mfc, vs. t(s) (log10 scale) for the Ag : Mn2.6% sample, at T = 9K = 0.87Tg . The
sample has been cooled in a 0.1 Oe field from above Tg = 10.4K to 9K; after waiting
tw, the field has been cut at t = 0, and the decaying magnetization recorded.

The dynamics depends on two independent time-scales, t (“observation time”)
and tw (“waiting time”). This dynamics is non-stationary: the response at t+ tw
to an excitation at tw depends on t + tw and tw, and not only on t (breakdown
of time-translational invariance). Qualitatively, one can see in Fig. 1.a that the

Slow Dynamics and Aging in Spin Glasses 5

a rough approximation reflecting the sharp character of t
τ exp(− t

τ ) around t = τ
(to be considered on a logarithmic scale, which is actually the scale which is
suggested by the measurements). The plot of the relaxation derivatives shows
bell-like shapes, with a broad maximum around log t = log tw, and pictures
gtw

(τ) for various tw [1]. Thus, in a first approximation, the aging phenomenon
can be described as a logarithmic shift towards longer times of a wide spectrum
of response times 2. This shift is of the order of log tw, and therefore suggests
that the dynamics be the same as a function of t/tw.

Let us call “full aging” the pure t/tw scaling, that is not far from being the
correct one, as seen in Fig. 1.b where the data from Fig. 1.a is presented versus
t/tw. Most of the tw-effect has been accounted for, though some systematic
departures remain, and are worth being discussed (see Sect. 4.2).
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Fig. 1. b. Same TRM data as in Fig. 1a, presented as a function of t/tw.

2.2 Ac susceptibility

The approximate t/tw scaling of the TRM (or ZFC) curves is sufficient for a
description of aging effects in ac experiments, where the in-phase and out-of-
phase components of the response to a small ac excitation field at a frequency

2 Indeed, the spin-glass properties do not exactly depend on tw, but rather on the total
elapsed time tw +t (Sect. 4.2); they are evolving during the TRM measurement itself
[3, 28]. The physical interpretation [1] of gtw(τ ) therefore remains approximate.



Experiments on SG
Rejuvenation and memory

that χ′′ and χ′ merge back with the reference curve only
a few Kelvin below T1. Thus, ageing at T1=12 K has
not influenced the result at lower temperatures (“chaos”
effect).
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FIG. 1. Out-of-phase susceptibility χ′′ of the

CdCr1.7In0.3S4 spin glass. The solid line is measured upon
heating the sample at a constant rate of 0.1K/min (reference
curve). Open diamonds: the measurement is done during
cooling at this same rate, except that the cooling procedure
has been stopped at 12K during 7h to allow for ageing. Cool-
ing then resumes down to 5K: χ′′ is not influenced and goes
back to the reference curve (“chaos”). Full circles: after this
cooling procedure, the data is taken while re-heating at the
previous constant rate, exhibiting memory of the ageing stage
at 12K.

The surprise is that when the sample is re-heated at a
constant heating rate (i.e. no further stops on the way
up), we find that the trace of the previous stop (the dip
in χ′′) is exactly recovered (see Fig 1). The memory of
what happened at T1 = 12K has not been erased by the
further cooling stage, even though χ′′ at lower tempera-
tures lies on the reference curve. The system can actually
retrieve information from several stops if they are suffi-
ciently separated in temperature. In Fig.2, we show a
“double memory experiment”, in which two ageing evo-
lutions, one at T1 = 12K and the other at T2 = 9K, are
retrieved [13]. In the inset of Fig.2, the result of a similar
experiment on a Cu:Mn sample is shown [11].

As discussed above, the cooling rate dependence of
the dynamics in spin glasses is largely governed by the
“chaos” effect. For example, it has been shown that there
is no difference in the ageing behaviour if the spin glass
has been directly quenched from above Tg or if it has been
subjected to a very long waiting pause immediately below
Tg [7]. However, the influence of the cooling rate was not
quantitatively characterized in systematic measurements,
and this point is of a particular interest for the compar-

ison between spin glasses and other glassy systems. We
have therefore performed the following experiment. We
cool the sample progressively and continuously (in fact,
by steps of 0.5K) from above Tg to 12K = 0.72Tg, using
three very different cooling rates. The result is shown in
Fig.3. The initial values of χ′ and χ” are indeed differ-
ent: slower cooling yields a smaller initial value of the
susceptibility, a value that is closer to “equilibrium”. A
small horizontal shift of the curves along the time scale
allows the superposition of the three of them; the curves
obtained after a slower cooling are somewhat “older”.
However, all curves are clearly converging towards the
same asymptotic value. This behaviour contrasts with
that observed in systems where thermally activated do-
main growth is important, for example the dielectric re-
laxation of the dipole glass K1−xLixTaO3 [14]. There,
it is found that different cooling rates lead the system to
very different apparent asymptotic values of the dielectric
constant.
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FIG. 2. Same as in Fig.1 (CdCr1.7In0.3S4 insulating sam-
ple), but with two stops during cooling, which allow the spin
glass to age 7h at 12K and then 40h at 9K. Both ageing
memories are retrieved independently when heating back (full
circles). The inset shows a similar “double memory” experi-
ment performed on the Cu:Mn metallic spin glass [11].

One can furthermore show that the cooling rate effect
seen in Fig. 3 is entirely due to the last temperature in-
terval, and not at all to the time spent at higher temper-
atures. We again use different cooling rates from above
Tg = 16.7K to 14K, but then we rapidly cool from 14K
to 12K, where the relaxation is measured. In this pro-
cedure, despite very different average cooling rates, the
last two Kelvin are always crossed at the same speed.
The result, in Fig. 3 (inset), is unambiguous: the ob-
tained relaxation is the same in all cases, for χ′ as well

2

Slow growth of different kind of orders
at different temperatures



Complex macroscopic dynamics
but simple microscopic rules

• Energy relaxation

• Local in the configurational space

• Stochastic in nature

Monte Carlo, Glauber, Langevin, ....



Numerical simulations of SG 2

boundary conditions, at T = 0.64Tc. We use Ising spins,
sx = ±1, and binary nearest-neighbor couplings. The av-
erage over the quenched disorder, denoted by an overline,
is taken after the thermal average 〈. . .〉. We consider two

clones of the system, {s(1)x , s(2)x } evolving independently
under the same set of coupling constants, and taken at

the same time tw. The replica field is qx = s(1)x s(2)x and
the spin overlap is its spatial average q =

∑

x
qx/V . See

Refs. [18] and [9] for full details of our equilibrium and
nonequilibrium simulations.
Out of equilibrium, correlation functions depend either

on a single time tw, or on t and tw. Let cx(t, tw) =
sx(t+ tw)sx(tw). The spin correlator, see Fig. 1–top, is

C(t, tw) =
1

V

∑

x

〈cx(t, tw)〉 , C̃(t) = C(t, tw = ∞) . (1)

Naive aging is approximatively valid: for finite tw,
C(t, tw) decays for long t, but the decay slows down with
increasing tw. In fact, there is an enveloping curve C̃(t)
with a non-zero limiting value, the order parameter qEA.
The lack of a reliable parameterization of C̃(t) precludes
a controlled extrapolation of qEA, in contrast with the
equilibrium computation shown below.
As for space dependencies, we consider C4(r, tw) =

∑

x
〈qx(tw)qx+r(tw)〉/V . Using integral estimators [9,

17] we extract the coherence length ξ(tw), the size of
regions where the two clones of the system are simi-
lar. Yet, to learn about heterogeneities on the dynam-
ics probed at time t + tw, at distance r, we consider
C22(r, t, tw) =

∑

x
〈cx(t, tw)cx+r(t, tw)〉 − C2(t, tw)/V .

Using an integral estimator [9], we extract from C22 the
correlation-length ζ(t, tw), the characteristic length for
heterogeneities, displayed in the central panel of Fig. 1.
We replace t with C(t, tw) [20], as independent variable.
For large C, ζ(C, tw) reaches a tw-independent value,
which increases when C decreases. On the other hand,
for small C, ζ(C, tw) grows strongly with tw. Clearly,
something happens when C goes through some special
value qEA and we intend to exploit the statics-dynamics
correspondence to clarify it.
How does all this appear from an equilibrium view-

point? In the limit of large system size L, the probabil-
ity density function for q, P (q) = PJ (q), has two Dirac’s
delta contributions of equal weight at q = ±qEA. Replica
Symmetry Breaking (RSB) theory [21] predicts that P (q)
has a support for |q| < qEA, while droplet theory expects
no support in that region [22].
Our approach focuses on the study of equilibrium con-

nected correlation functions [23], regarded as a function
of the spin overlap q. Varying q at fixed T a phase transi-
tion is encountered for q=qEA. As in [18], our conditional
correlation function at fixed q = c, C4(r|c), is obtained
as a quotient of the convolutions of 〈qxqx+rδ(q − c)〉 and
〈δ(q − c)〉 with a Gaussian of width 1/V . This combines
O(

√
V ) levels, thus smoothing the comb-like P (q) [24].
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FIG. 1: (color online) Top: C(t, tw), Eq. (1), as a function
of t for tw = 4i, i = 3, .., 16 (lines, tw grows from bottom
to top). We also plot C̃(t) (points) and our result for qEA

from Eq. (9) (horizontal line). Center: Correlation length
ζ(C, tw) as a function of C2 (same values of tw as in the top
panel). Bottom: Finite-time coherence length ξ(tw) against
the finite-size coherence length at q = 0, ξ(L). The results
are compatible with ξ(tw) = 1.48ξ(L) (straight line).

It has been recently found [17, 18] that the equilib-
rium C4(r|q), computed in a system of size L, accurately
matches the nonequilibrium C22(r, C, tw) if one chooses
time t such that C(t, tw) = q and time tw such that
L ≈ 3.7ξ(tw) (at least at T = 0.64Tc). It is tempting
to assume that the correspondence will become exact in
the limit of large L and tw. In Fig. 1–bottom we show
an example of this correspondence in the limit C → 0.
To proceed with the equilibrium analysis, we observe

that C4(r|q) tends to q2 for large r. In a finite sys-
tem, one needs to perform a subtraction that compli-
cates the analysis [23]. We instead consider the Fourier
transform at wave vector k, Ĉ4(k|q) =

∑

r
eik·rC4(r|q),

blind to a constant subtraction for k (= 0. Defining
kmin=(2π/L, 0, 0) (or permutations), we have

Fq = Ĉ4

(

kmin

∣

∣ q
)

. (2)

For T < Tc and |q| ≤ qEA, one expects that

C4(r|q) * q2 +
Aq

rθ(q)
, Ĉ4(k|q) ∝ kθ(q)−D + . . . (3)

(scaling in Fourier space holds only if θ(q) < D). The
dots in (3) stand for scaling corrections, subleading in

C(t, tw) =
1

N

�

i

si(tw)si(tw + t)
3D SG J=+/-1

T=0.64Tc



p-Spin Glass Model

H = −
�

<ijk>

JijkSiSjSk{p-uples

p>2 is very different from p=2

Random First Order Transition (RFOT)



(Structural) Glasses

Supercooled liquids, glass transition, and computer simulations 3

anticipate it to undergo a static phase transition, i.e. that it crystallizes. However, in practice it is
found that most liquids can be supercooled to some extend, i.e. it is possible to study their properties
in the (metastable) supercooled regime. (More details on the lifetime of this metastable state are
given below.) Many experiments as well as computer simulations have shown that the structural as
well as the thermodynamic properties of supercooled liquids show only a relatively weak temperature
dependence and that this dependence can often be extrapolated smoothly from the data above Tm.
This is not the case for most dynamic properties, such as, e.g., quantities like the viscosity or the
diffusion constant. Instead it is found that these properties usually show a T−dependence that is
much more pronounced than the one that would be expected from the one for the liquid above Tm.
As a typical example for such a strong T−dependence we show in Fig. 1 an Arrhenius plot of the
viscosity η. From this plot we recognize that a relatively modest change in temperature (depending on
the material between 20% to a factor of 3) leads to an increase of η by about 12-14 decades. Note that
the data shown covers a wide range of material, including oxides such as SiO2, as well as molecular
liquids such as toluene. A similar behavior is also found for most polymeric systems. This shows that
this dramatic slowing down of the dynamics is a very general phenomenon.

Fig. 1. Temperature dependence of the viscosity of various glass-forming materials. Reproduced from Ref. [24]

with permission.

The materials shown in Fig. 1 have of course characteristic temperatures (melting point, etc.)
that are very different and hence the different curves spread over a wide range of temperature. It is
therefore useful to make a plot in which one tries to use a reduced temperature scale. One possibility
to do this, proposed first by Laughlin and Uhlman, is to define a temperature Tg at which the viscosity
of the system has the (somewhat arbitrary) value 1013 Poise (=1012Pa s) and to plot the viscosity as a
function of Tg/T . An example of such a presentation of the data is shown in Fig. 2 [25] and is commonly
called “Angell-plot”. We see that in this type of plot the curves for the different materials seem to
show a relatively simple pattern: There are liquids for which η(T ) is to a very good approximation
just an Arrhenius law (top curves in the diagram). A prototype of such a material is SiO2 who
shows in the whole accessible temperature range this T−dependence. If one moves downwards in the
diagram, one finds materials whose viscosity shows a bending at intermediate values of Tg/T . Finally
the bottom curves show a quite pronounced curvature at a temperature around Tg/T ≈ 0.7. Note
that each curve can be parametrized in the form η(T ) = η0 exp(E(t)/kBT ), by definition of E(t), and
hence the local slope of the curves can be interpreted as a (temperature dependent) activation energy
E(t). Hence one concludes from the figure that there are system for which this activation energy
is basically independent of temperature and others for which it increases rapidly with decreasing T .
This is evidence that for the first type of systems the mechanism related to the relaxation of the liquid
is independent of temperature, whereas for the latter type it depends on T . Hence Angell coined
the terms “strong” and “fragile” to distinguish these two types of behaviors [25]. One possibility to
characterize “fragility” in a quantitative way is to consider the slope of log(η(T )) vs. Tg/T at Tg: Large
slopes correspond to fragile glass-formers and small ones to strong glass-formers. Although presently

Impressive increase of relaxation timescales!



A Solvable pSG Model

∂tSi(t) = − ∂H

∂Si
− µ(t)Si(t) + ηi(t)

• Fully connected topology

• Continuous unbounded variables

• Spherical constraint

• Langevin dynamics

Si ∈ R
N�

i=1

S2
i = N



A Solvable pSG Model

C(t, t�) =
1

N

�

i

�Si(t)Si(t
�)� R(t, t�) =

1

N

�

i

∂�Si(t)�
∂H(t�)

• Closed integral differential eqs. for

• For T > Tc  reaches equilibrium

• For T < Tc  out of equilibrium (aging)

C(t, t�) = Ceq(t− t�)

C(t, t�) = �C(h(t)/h(t�)) ∼ C̃(t/t�)



pSG Dynamics for T->Tc+

Figure 12: Left: Sketch of the decay of the stationary correlations in the high T
phase close to Td, T1 > T2 > . . .. Right: Sketch of the decay of the aging correlations
in the low T phase, at fixed T < Td, t′1 < t′2 < . . .

Section 12.1). It develops a separation of time scales in the long t′ limit. It first
approaches a plateau at qea in a stationary manner and it then decays below this
value with an explicit waiting-time dependent form. For each waiting-time there is
a sufficiently long t such that the correlation decays to zero. These properties are
included in the weak-ergodicity breaking (web) scenario that states that, for t ≥ t′,
C decays in such a way that

lim
t′→∞

C(t, t′) = qea + Cst(t − t′) (11.1)

lim
t−t′→∞

Cst(t − t′) = 0 ⇒ lim
t−t′→∞

lim
t′→∞

C(t, t′) = qea (11.2)

lim
t→∞

C(t, t′) = 0 at fixed t′ . (11.3)

Equation (11.2) defines the Edwards-Anderson order parameter, qea. For finite t′

there is a crossover between two time-scales controlled by a waiting-time dependent
characteristic time τ0(t′) that is a growing function of t′ whose precise form depends
on the model. For large t ≥ t′ such that t − t′ is small with respect to τ0(t′), the
correlation function first decays from 1 to qea in a tti manner. At longer t−t′ it goes
further below qea to eventually reach 0 in a manner that depends both upon t and t′

(the aging effect). This behavior suggests the presence of at least two time-sectors
in which the dynamics is stationary and non-stationary, respectively. We shall see
that the number of time-scales, or more precisely correlation scales, depends on the
model.

We write C as the sum of a stationary and an aging contribution:

C(t, t′) = Cst(t − t′) + Cag(t, t
′) . (11.4)

The matching conditions at equal times between Cst and Cag are C(t, t) = 1 imply-
ing Cst(0) + Cag(t, t) = 1 with Cst(0) = 1 − qea and Cag(t, t) = qea. Together with
Eq. (11.2) they ensure that in the two-time sector in which Cst decays from 1− qea

to 0, Cag is just a constant qea. Instead, in the two-time sector in which Cag decays
from qea to 0, Cst vanishes identically.
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Ceq(t)

t

τ(T ) ∝ (T − Tc)
−γ



pSG Dynamics for T<Tc

Does not relax to equilibrium states!!
E(∞) ≡ lim

t→∞
E(t) �= Eeq

E(∞) = Eeq

E(∞)

Eeq

Tc T

E

both for
quenches
& coolings



Why dynamics get stuck?
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METASTABLE STATES



Why dynamics get stuck?
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Static-Dynamics Connection ?

• It is too difficult to solve in general 
the dynamics (e.g. for Ising spins)

• Is long time dynamics determined by 
few thermodynamical (i.e. static) 
properties of the energy potential?

• E.g. does energy relaxation stop at 
the highest metastable states?



How to count metastable states
Compute the replicated free-energy
by the replica or the cavity method

Replicated free-energy

Aim: compute

Define the replicated free-energy 

and by the Legendre transform

For            with 

m is the Parisi parameter

Σf (f, T )

Σf (f, T ) = βmf − βmΦ(m,T )|βf=∂m(mΦ)

T → 0 βm = µ

Σ(e) = µe− µΦ(µ)|e=∂µ(µΦ)

e−βmΦ(m,T )N ≡
�

α

Zm
α =

�
e−βmfN+NΣf (f,T )df

Φ(m,T )
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Σ(e) = µe− µΦ(µ)|e=∂µ(µΦ)
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�

α

Zm
α =

�
e−βmfN+NΣf (f,T )df

Φ(m,T )Replicated free-energy
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For            with 
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�
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�
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Replicated free-energy
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Define the replicated free-energy 

and by the Legendre transform

For            with 

m is the Parisi parameter

Σf (f, T )
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e−βmΦ(m,T )N ≡
�

α

Zm
α =

�
e−βmfN+NΣf (f,T )df

Φ(m,T )

=ln(# states with free-energy f)
get the complexity or configurational entropy

by Legendre transforming



Why dynamics get stuck?

E(∞)

Eeq

Tc
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EE(∞)Eeq

Σ



...and beyond mean field ?
Metastable states have infinite lifetime in MF

...but even in finite dimensions they can be huge!

1D model with local
4-spin interactions
(no disorder at all)

E

T



Ising SG are more complex

H = −
�

<ijk>

JijkSiSjSk Si = ±1

J=+/-1   p=3
interaction network -> random c-regular graph:
<ijk> randomly chosen such that each spin 
participate exactly to c interactions



More Complex Complexity >:-!
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UNSTABLE STATES

marginal energy

energy

1RSB STABLE STATES

energydynamical1RSB

thermodynamical energy



Coolings get stuck, as usual...

-1.9

-1.8

-1.7

-1.6

-1.5

-1.4

-1.3

-1.2

-1.1

-1

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

en
er

gy

T

c = 4

c = 5

c = 8



Coolings vs. Quenches

energy

fast quenching

threshold

slow cooling
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Coolings follow the states...
en
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threshold states

thermodynamic state



Coolings follow the states...
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Another Static-Dynamics Link

Measure correlation and integrated response

At equilibrium Fluctuation Dissipation Th.

C(tw, t), χ(t, tw) = T

� t

tw

R(t, s)ds

χ(t, tw) = 1− C(tw, t)



Fluctuation Dissipation Ratio

χ(t, tw ) =
1−

C
(tw , t)
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SG order parameter vs. FDR
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Combinatorial Optimization 
Constraint Satisfaction Problems (CSP)

Find an assignment to N binary variables
such as to satisfy M constraints.

(each constraint involves few variables)

α =
M

N
constraints per
variable ratio

SAT/UNSAT threshold SAT
UNSAT

�
α < αs

α > αs



Random 3-xorsat

αNSatisfy        equations like
SiSjSk = Jijk

where the triplets <ijk> are randomly

chosen uniformly among 
�
N

3

�

It corresponds to computing the
ground state of a 3SG model
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Fig. 1 – Average energy as a function of temperature for the ferromagnetic model with k = 3.
The rightmost vertical lines are the analytic prediction for the ferromagnetic transitions, while the
leftmost vertical arrows are those for the spin-glass transitions. Continuous lines: results of simulated
annealing experiments (cooling rates from 102 to 105 MCS per ∆T = 0.01), where the magnetization
stays zero and the energy converges to the spin-glass threshold energy. Squares: static energy in the
glassy phase. Crosses: the system is initialized fully magnetized and then slowly heated. Data are
indistinguishable from the superimposed analytic curve. Inset: saddle point value for m as a function
of temperature. The line is the fit 1.41T + 0.138T 2 to T < TK data.

Fig. 2 – Continuous (dashed) lines represent the static (dynamic) transition lines for a 3-spin model
with average connectivity 3γ calculated with a variational Ansatz. Upper (lower) lines refer to the
ferromagnetic (spin-glass) transition. Crosses (with errors): estimations of the critical lines from
Monte Carlo simulations. Squares: results of the algorithm which gives the exact 1-RSB solution.
Black dots on the T = 0 axis mark the exact results for the ferromagnetic model.

have found Tc = 0.(5)745 and TK = 0.(5)660, while the configurational entropy at Tc equals
SConf(Tc) = 0.(5)063 and, as it should, vanishes at TK.

A simple analytic approximation to this one-step RSB result can be obtained by a varia-
tional approximation. In replica language, one can use, for instance, an approximate form for
the order parameter c(!σ) of the type [16]

c(var)
rsb (!σ) =

n/m∏

a=1

∫
Du exp[β∆u

∑am
b=(a−1)m+1 σb]

∫
Du(2 cosh β∆u)m

, (9)

where Du = du exp[−u2/2]/
√

2π. The free-energy density resulting from this Ansatz has to
be optimized with respect to the variational parameters ∆ and m. We find T var

c = 0.752
and T var

K = 0.654, which coincides well with the numerical solution of the exact saddle point
equation.

The temperature Tc is a dynamical temperature where the relaxation times diverges and
the system becomes nonergodic, while the temperature TK is the Kauzmann temperature
where the system has a thermodynamic phase transition (as in many other cases the fact
that Tc is different from TK is made possible by the mean-field nature of the problem [7]).
This spin-glass solution presents all the properties of the discontinuous spin-glasses in which

α

random
3-xorsat
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Fig. 11. Total entropy S(c) and configurational entropy S(c) for p=3.

of (2), spontaneously form clusters. By definition, two solutions having a
finite Hamming distance d, i.e., d/NQ 0 for NQ., are in the same
cluster, while two solutions in different clusters must have an extensive
distance, that is d/N ’ O(1) for large N.
In virtue of the property stated at the beginning of this subsection, all

the clusters have the same size. Their number is eNS(c), where S(c) is called
complexity or configurational entropy. We will show that the number of
clusters equals the number of solution in the core, that is

S(c)=Sc(c). (45)

The intra-cluster entropy, i.e., the normalized logarithm of the cluster size,
is then given by the non-core entropy Snc(c)=S(c)−Sc(c)=S(c)−S(c).
For p=3 these entropies are shown in Fig. 11.
The proof of Eq. (45) is given in 2 steps. First we show that all the

solution assignments of the core variables xFc are ‘‘well separated’’, that is
the distance among any pair of them is extensive. This is what gives rise to
the clustering, with a number of clusters which is at least as large as the
number of core solutions (S \ Sc). Then we show that, for any fixed xFc, all
possible assignments of non-core variables xFnc belong to the same cluster,
and so S=Sc.
The first step is accomplished by calculating the probability distribu-

tion of the distance among any two solutions in the core. Thanks to the
group property, we can restrict the calculation fixing one solution to the
null vector 0F. For simplicity we have performed an annealed average

S(d, c)= lim
Nc Q.

1
Nc
log C

sF

d 1C
i
si=Nc−2d2 DMc

m=1
d(sim1 · · ·simp=1), (46)
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of (2), spontaneously form clusters. By definition, two solutions having a
finite Hamming distance d, i.e., d/NQ 0 for NQ., are in the same
cluster, while two solutions in different clusters must have an extensive
distance, that is d/N ’ O(1) for large N.
In virtue of the property stated at the beginning of this subsection, all

the clusters have the same size. Their number is eNS(c), where S(c) is called
complexity or configurational entropy. We will show that the number of
clusters equals the number of solution in the core, that is

S(c)=Sc(c). (45)

The intra-cluster entropy, i.e., the normalized logarithm of the cluster size,
is then given by the non-core entropy Snc(c)=S(c)−Sc(c)=S(c)−S(c).
For p=3 these entropies are shown in Fig. 11.
The proof of Eq. (45) is given in 2 steps. First we show that all the

solution assignments of the core variables xFc are ‘‘well separated’’, that is
the distance among any pair of them is extensive. This is what gives rise to
the clustering, with a number of clusters which is at least as large as the
number of core solutions (S \ Sc). Then we show that, for any fixed xFc, all
possible assignments of non-core variables xFnc belong to the same cluster,
and so S=Sc.
The first step is accomplished by calculating the probability distribu-

tion of the distance among any two solutions in the core. Thanks to the
group property, we can restrict the calculation fixing one solution to the
null vector 0F. For simplicity we have performed an annealed average

S(d, c)= lim
Nc Q.

1
Nc
log C

sF

d 1C
i
si=Nc−2d2 DMc

m=1
d(sim1 · · ·simp=1), (46)
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Dynamics: searching solutions

• Monte Carlo is very inefficient for T -> 0

• Sequential construction algorithm:
while(there are unassigned variables)

• compute marginals

• choose randomly an unassigned variable

• fix it according to the marginal



Mapping the dynamics to a 
static problem...

Results for XORSAT - Analysis

Discontinuity in φ(θ) for α ≥ α∗ = 1
k

(
k−1
k−2

)k−2
2
3
for k = 3

phase

diagram

in (α, θ):

α

θ

0.950.90.850.80.750.70.650.6

0.3

0.2

0.1

0

Relevant branch in φ(θ) is the lowest one (from rigorous solution)

⇒ discontinuity on the solid line

Guilhem Semerjian (LPT-ENS Paris) 20.12.07 / Orsay 22 / 34

Results for XORSAT - Analysis

Residual entropy :

ω(θ) = (ln 2)




(1− φ(θ))

︸ ︷︷ ︸
variables

− α
(
1− φ(θ)k − k(1 − φ(θ))φ(θ)k−1

)

︸ ︷︷ ︸
constraints






α < α∗ :

θ

ω(θ)/ ln 2

10.80.60.40.20

0.5

0.25

0

Guilhem Semerjian (LPT-ENS Paris) 20.12.07 / Orsay 23 / 34

Results for XORSAT - Analysis

α > α∗ :

θ

ω(θ)/ ln 2

10.80.60.40.20

0.2

0.15

0.1

0.05

0

⇒ another line in the phase diagram

Guilhem Semerjian (LPT-ENS Paris) 20.12.07 / Orsay 24 / 34

Results for XORSAT - Analysis

C
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A : no clusters B : clusters, Σ > 0 C : clusters, Σ = 0
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Phase diagram for
random 3-XORSAT
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Conclusions

• Spin glasses are prototype for 
complex systems

• The link between statics and dynamics 
has provided very useful

• ...but many aspects of this connection 
are still unclear and need to be 
improved.
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